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Motivation

BACKGROUND: Prediction Models

• Prediction models are important in various �eld: marketing, �nance, medicine,
meteorology...

Source:
1) http://www.ibmbigdatahub.com/blog/movie-marketing-predictions-opening-weekend-box-o�ce
2) http://swissnexsanfrancisco.org/Ourwork/events/emotionsand�nancialrisks
3) http://cli�mass.blogspot.com.es/2013/05/a-new-chapter-for-us-numerical-weather.html
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Motivation

BACKGROUND: Prediction Models in Medicine

• Predictive models as support to decision making in health sciences

• It's use has increased exponentially in the last years

• The covariates (and their relationship with the response variable) are relevant in
the development of prediction models

Irantzu Barrio University of the Basque Country UPV/EHU 3



Motivation Methods Validation Software development Conclusions

Motivation

CATEGORIZATION OF CONTINUOUS VARIABLES IN CLINICAL PREDICTION
MODELS

• Despite the statistical recommendations not to categorize continuous variables
(Royston et al., 2006), due to the loss of information and power in clinical
practice physicians and healthcare managers claim to categorize continuous
variables

• The aim of the categorization may be to separate patients on distinct risk
groups so the prediction model mimics the decision-making process in daily
clinical practice.

• One of the most common methodologies to develop prediction models is the
logistic regression model

• There are approaches to categorize continuous variables based on clinical criteria
and statistical methods; based on graphs or minimum p-value (Mazumdar and
Glassman, 2000), but seek for a unique cut point.
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Motivation

OBJECTIVE

• Obtain the best categorization of a continuous predictor in a logistic regression
model or Cox Proportional Hazards model, so that the prediction ability of the
model does not decrease signi�cantly

• Prediction ability in a logistic regression model is considered as the ability to
discriminate diseased patients from healthy patients.
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Proposed Methodology

Let Y be a dichotomous response variable and X a continuous

variable which we want to categorize

PROPOSAL

• To categorize X in such a way that we obtain the best logistic predictive model
for Y (highest AUC)

• The AUC is the area under the receiver operative characteristic (ROC) curve,
which measures the discrimination ability of a logistic regression model.
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Algorithms

AddFor algorithm

• Looks sequentially for the k optimal cut points in a grid of size

m

• Look for x1 (In a grid of size m) in such a way that the AUC
of the model is maximized

P (Y |XCat1 ) =
exp(β0 + β11XCat1

=1)

1 + exp(β0 + β11XCat1
=1)

• We �x x1 and look for x2 (x2 6= x1) so that the AUC of the
model is maximized

P (Y |XCat2 ) =
exp(β0 + β11XCat2

=1) + β21XCat2
=2)

1 + exp(β0 + β11XCat2
=1) + β21XCat2

=2)

• . . .

• We repeat the process until we complete the vector of k cut

points v = (x1, . . . , xk)

Xcatk
the categorized variable taking k + 1 values (l = 0, . . . , k)
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Algorithms

Genetic algorithm

• Looks for the vector of k optimal cut points v = (x1, . . . , xk)
by using genetic algorithms

• The aim is to maximize the AUC of the model

P (Y = 1|Xcatk) =
exp(β0 +

∑k
l=1 βl1{Xcatk

=l})

1 + exp(β0 +
∑k

l=1 βl1{Xcatk
=l})

• The arguments used in developing the genetic algorithm:

• AUC function to be maximized
• k number of parameters to be estimated
• Range of the covariate X in which we look for the cut points

XCatk
the categorized variable taking k + 1 values (l = 0, . . . , k)
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Optimism correction

AUC optimism correction

Step 1. Categorise the predictor variable on the basis of the original

sample {(xi, yi)}Ni=1 and compute the corresponding AUC, ÂUCapp.

Step 2. For b = 1, . . . , B, generate the bootstrap resample

{(x∗ib, y∗ib)}
N
i=1 and categorise the bootstrapped predictor {x∗ib}

N
i=1 on the

basis of the optimal cut points obtained in Step 1.

Step 3. Fit the logistic regression model to the bootstrap resample with

the categorized version of the predictor and compute the corresponding

AUC, ÂUC
b

boot for b = 1, . . . , B.

Step 4. Obtain the predicted probabilities for the original sample based

on the �tted logistic regression model obtained in Step 3 and compute

the AUC, ÂUC
b

o for b = 1, . . . , B.

The optimism O is calculated as O = 1
B

∑B
b=1 |ÂUC

b

boot − ÂUC
b

o| and
the bias corrected AUC is then computed as ÂUCapp −O.
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Optimal number of cut points

Optimal number of cut points

• To determine the optimal number of cut points we propose an

approach based on the di�erence between the bias-corrected

AUCs obtained for k = l and k = l + 1 cut points.

• To determine the need for an extra optimal cut point, we

propose to compute the con�dence interval (CI) for this

di�erence. An extra cut point is considered to be needed as

long as the CI does not contain the zero

• In this case, bootstrap-based methods are proposed for

constructing the CIs
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Optimal number of cut points

Optimal number of cut points

1 For v = 1, . . . , V , generate the bootstrap resample

{(x∗iv, y∗iv)}
N
i=1.

2 Compute the bias corrected AUC for the categorised variable

for k = l and k = l + 1 (ÂUC
∗
l,v and ÂUC

∗
l+1,v).

3 Compute the di�erence between the bias-corrected AUCs

obtained for k = l + 1 and k = l

ÂUC
∗
Diff,v = ÂUC

∗
l+1,v − ÂUC

∗
l,v.

The (1− α) % limits for the CI for the di�erence are given by(
ÂUC

α/2

Diff , ÂUC
1−α/2
Diff

)
where ÂUC

p

Diff represents the p-percentile of the estimated ÂUC
∗
Diff,v

(v = 1, . . . , V ).
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Validation of the proposed methodology

• Let X be a predictor variable where XH = N(0, 1) for healthy
patients and XD = N(1.5, 1) for diseased patients, and Y a

dichotomous response variable (0 healthy, 1 diseased).

• Since both groups have the same variance, we know which are

the optimal cut points for X (Tsuruta and Bax, 2006)

• 500 data sets were generated, for 500 and 1000 sample sizes

(n), with 1, 2 and 3 cut points (k)

• For the Addfor 100 and 1000 grid sizes were used (m)
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Theoretical Optimal cut-points: Results
Obtained cut points with the 500 simulations when k = 1 was

chosen. Optimal cut point was v = (0.77).
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Theoretical Optimal cut-points: Results

Obtained cut points with the 500 simulations when k = 3 was

chosen. Optimal cut points were v = (−0.07, 0.75, 1.57).
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CatPredi package

• We have implemented the proposed methods in the R package

CatPredi

• catpredi.binary(formula, cat.var, cat.points = 1,
data, method = c("addfor","genetic"), range =
NULL, correct.AUC = TRUE , control =
controlcatpredi.binary(), ...)

• formula: Y ∼ 1 or Y ∼ Z1 + . . .+ Zp

• cat.var: X continuous variable
• cat.points: k number of cut points
• method: AddFor or Genetic algorithm
• range: range of X in which to search cut points
• control: set control parameters

• addfor.g: m grid size for the AddFor algorithm. By default

m = 100
• B: number of bootstrap samples to correct the AUC bias. By

default B = 50

Irantzu Barrio University of the Basque Country UPV/EHU 15
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Example

• Y response variable: 84 (4.1%) individuals died and 1966 did

not (95.9%).

• X a continuous variable we want to categorize.

• Z a continuous predictor in the multivariate model.

• logit(P (Y = 1|Xcatk)) = β0 +
∑k

l=1 βl1{Xcatk
=l} + βk+1Z

Irantzu Barrio University of the Basque Country UPV/EHU 16
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Example: catpredi.binary

• Search 2 optimal cut points with the AddFor algorithm and

100 grid size.

• catpredi.binary(formula = Y ∼ Z, cat.var = �X�,

cat.points = 2, data = datos, method = �addfor�)

• Search 3 optimal cut points with the AddFor algorithm and

100 grid size.

• catpredi.binary(formula = Y ∼ Z, cat.var = �X�,

cat.points = 3, data = datos, method = �addfor�)

• Compare 2 and 3 cut points

Irantzu Barrio University of the Basque Country UPV/EHU 17
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Example: catpredi.binary

• Search 2 optimal cut points with the AddFor algorithm and

100 grid size.

• catpredi.binary(formula = Y ∼ Z, cat.var = �X�,

cat.points = 2, data = datos, method = �addfor�)

• Search 3 optimal cut points with the AddFor algorithm and

100 grid size.

• catpredi.binary(formula = Y ∼ Z, cat.var = �X�,

cat.points = 3, data = datos, method = �addfor�)

• Compare 2 and 3 cut points
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Example: summary.catpredi.binary for k = 2
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Example: summary.catpredi.binary for k = 3
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Example: comp.cutpoints.binary
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Example: plot.catpredi.binary
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Conclusions

• We have developed a valid method to obtain optimal cut

points in logistic prediction models

• We have implemented these methods in a R package witch is

an easy to use tool

• This methodology has been extended to time to event

outcomes and it is also implemented in the R package

Irantzu Barrio University of the Basque Country UPV/EHU 22



Motivation Methods Validation Software development Conclusions

References I

Mazumdar M. and Glassman J.R. (2000)
Categorizing a prognostic variable: review of methods, code for easy
implementation and applications to decision-making about cancer treatments.
Statistics in medicine,, 19(1),113 � 132.

Royston P, Altman D.G., Sauerbrei W. (2006)
Dichotomizing continuous predictors in multiple regression: a bad idea.
Statistics in Medicine, 25(1),127 � 41.

Tsuruta H., Bax L.(2006)
Polychotomization of continuous variables in regression models based on the
overall C index.
BMC Medical Informatics and Decision Making, 6,41.

Irantzu Barrio University of the Basque Country UPV/EHU 23



Motivation Methods Validation Software development Conclusions

Muchas Gracias
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