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INTRODUCTION: FORECASTING WITH P -SPLINES

Smooth models in which forecasting with smooth-
ing models is needed:

• Hourly temperatures at a weather station.

• Yearly number of deaths.

It may be important to know how much of the past
information we are using to forecast. We intro-
duce a concept as a tool to provide that informa-
tion: memory of a P-Spline.

Consider the case of a univariate Gaussian data, with or-
dered regressor x and response variable y.

Smooth model:

y = f(x) + ε,

f(·) unknown smooth function.

Given n observations y of the response variable, we can
predict new values yp by fitting and forecasting simulta-
neously:

ŷ+ = B(B′MB + λD′D)−1B′My+ =H+y+,

where:

• B: B-spline basis built from a set of knots which
range covers all values of the extended explicative
variable.

• M : diagonal weight matrix with diagonal elements
equal to 1 if the data is observed and extra zeros if
the data is forecasted.

• y+: extended response variable.

• λD′D: penalty matrix, with λ the smoothing param-
eter andD a difference matrix of order q .

The last columns of H+ are all zeros (as the corre-
sponding diagonal elements ofM are zero):

ŷ+ =

[
H O
Hp O

]
y+,

Therefore, ŷ =Hy and ŷp =Hpy.

The data

Log mortality rates of Spanish men aged 73 be-
tween 1960 and 2009 (50 observations).

Fitted curve with P-splines method
Lambda=23.63
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ILLUSTRATION

Forecast up to 2019, 10 new observations. Memory = 18. Lambda = 23.63
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(b) Hp matrix rows by column
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(c) H+ matrix columns by row
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The memory of the P-spline is 18. What has happened more than 18 years backward, before 1992, has no influence on
the future.

DEFINITION: MEMORY OF A P -SPLINE
The predicted values are:

ŷp =Hpy,

summarizing the rows and columns of Hp we find how
the past is affecting the forecast. We have noticed:

• All rows ofHp follow a similar pattern, see panel (b).

• Each row of Hp gives the contributions of past years in
each future value.

• The contribution of each observation in the past decays
gradually as we move away from the present.

• Each column of Hp gives the contribution of each
observation of the past in the future values. These
contributions are a polynomial function of time (of order
d − 1, where d is the order of the penalty), see panel (c)
(where d = 2).

The sum of the absolute value of the columns ofHp, stan-
dardized by their sum, can be considered as a distribution
W .

The memory of the P-spline is the 99th percentile
of theW distribution.
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PROPERTIES OF THE MEMORY OF A P -SPLINE

1.- The memory does not depend on the prediction horizon.
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2.- For a given basis, the memory depends on the smoothing parameter.
1.- The smaller (larger) the smoothing parameter is, the smaller (greater) the influence of
1.- the past on the predicted values.
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